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Abstract 

This study investigates the potential of assimilating a 1/8° blended in situ-satellite snow water 

equivalent (SWE) product for improving snow and streamflow predictions of the National Water 

Model (NWM). The blended product is assimilated into the NWM via a three-dimensional 

variational (3DVAR) scheme and a direct insertion (DI) scheme, with a daily (1d) and a every 5 

days (5d) assimilation frequencies. The experiments are for the Upper Colorado River Basin 

(UCRB) and Susquehanna River Basin (SRB), which feature seasonal and ephemeral snow covers, 

respectively. Results indicate that 3DVAR with a 5d assimilation frequency generally outperforms 

the other scenarios. The assimilation of the blended SWE product mitigates the underestimation 

of SWE evident in the open-loop simulations for both basins and its impacts are more pronounced 

for UCRB than for SRB since snowfall is the main source of precipitation in the former. 

Assimilation leads to improved streamflow over a majority of SRB subbasins, but over a minority 

of UCRB subbasins. The degradations in streamflow for UCRB subbasins are mainly caused by 

the overestimated SWE. In addition, the open-loop simulation often produces an earlier streamflow 

peak in UCRB, and this error is mitigated to a limited extent by assimilation. These findings in 

aggregate suggest that the efficacy of snow assimilation is strongly dependent upon the types of 

snowpack and differential assimilation methods and frequencies. 

Keywords: National Water Model; snow data assimilation; snow water equivalent; streamflow 

prediction; passive microwave; 3DVAR. 
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Abbreviations: SWE, snow water equivalent; SD, snow depth; ST, snow temperature; OL, open-

loop; DA, Data assimilation; 3DVAR, three-dimensional variational; 3DVAR1, 3DVAR with a 

daily assimilation frequency; 3DVAR5, 3DVAR with a every 5 days assimilation frequency; DI, 

direct insertion; DI1, DI with a daily assimilation frequency; DI5, DI with a every 5 days 

assimilation frequency; UCRB, Upper Colorado River Basin; SRB, Susquehanna River Basin; 

NWM, National Water Model; NWM V2.0, NWM version 2.0; WRF, Weather Research and 

Forecasting; WRF-Hydro, WRF hydrological modeling system; Noah-MP, Noah-

multiparameterization model; RTM, radiative transfer model; PMW, passive microwave; AMSR-

E, Advanced Microwave Scanning Radiometer for Earth Observing System; SMMR, Scanning 

Multichannel Microwave Radiometer; ATMS, Advanced Technology Microwave Sounder; 

AMSR2, Advanced Microwave Scanning Radiometer 2; SNOTEL, snow telemetry; COOP, 

Cooperative Observer Network; CONUS, conterminous US; USGS, U.S. Geological Survey; 

NOHRSC, National Operational Hydrologic Remote Sensing Center; NLDAS-2, North American 

Land Data Assimilation System project phase 2; SNODAS, Snow Data Assimilation System; RB, 

relative bias; RMSE, root-mean-square error; CC, Pearson correlation coefficient. 

3 



 

 

  

 

 

 

 

 

  

 

 

   

    

 

   

 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 

66 

67 

68 

69 

70 

71 

1. Introduction 

Accurate, timely estimation and forecast of snowpack are of critical importance for water 

resources management and flood preparedness over regions with sizable snow cover (Dozier et al., 

2016; Lievens et al., 2019; Pulliainen et al., 2020). At present, hydrologic predictions over such 

regions often involve simulation of snowpack and its evolution using snow models, which 

represent processes including snow accumulation, metamorphosis, blowing snow, and snow 

ablation (Essery et al., 2013; Magnusson et al., 2015). Snowmelt is then fed to water balance and 

routing models to compute streamflow. In many cases, errors in the model representation of 

snowpack have been a major source of uncertainties in the streamflow prediction (Franz et al., 

2010). These errors stem from uncertainties associated with model structures (Gan et al., 2019; 

Zhang et al., 2016), parameters (Arsenault et al., 2018; Gan et al., 2018), initial conditions and 

forcing data (Raleigh et al., 2015; Terzago et al., 2020). 

To account for and reduce such errors, various mechanisms for assimilating snowpack 

observations have been introduced (Helmert et al., 2018; Liu et al., 2012). In the US, forecasters 

in the National Weather Service (NWS) River Forecast Centers (RFCs) regularly employ in situ 

observations to adjust the snowpack states in their Snow-17 model (Anderson, 1973; Franz et al., 

2008). A number of authors have also explored the assimilation of in situ snow observations 

(Huang et al., 2017; Liston and Hiemstra, 2008; Magnusson et al., 2014; Smyth et al., 2020), and 

the outcomes in general suggest that snow assimilation has very limited improvements in large-

scale simulations due to the small spatial coverage of the in situ data (Liu et al., 2013; Thirel et al., 

2013). 

Over the past few decades, a number of space and air-borne snow observational platforms 

have come online, offering a variety of remotely sensed snow products that could be integrated 
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into snow and hydrologic models (Dietz et al., 2012; Frei et al., 2012). Data assimilation (DA) of 

remotely sensed snow retrievals has focused on satellite-based snow cover (Clark et al., 2006; 

Teweldebrhan et al., 2019; Thirel et al., 2013; Toure et al., 2018; Zhang et al., 2014) and snow 

albedo (Kumar et al., 2020; Malik et al., 2012; Molotch et al., 2004; Wang et al., 2015), because 

they are more direct observations from the visible or near-infrared sensors and have relatively 

higher resolutions and smaller observation errors than the snow mass sensed by passive microwave 

(PMW) sensors (Dong, 2018; Dozier et al., 2016). These experiments generally led to visible 

improvements in snowpack simulations for basins with ephemeral snow, which means snowpack 

that persists for < 60 continuous days and melts and sublimates throughout the snow cover season 

instead of having one consistent period of snowmelt (Petersky and Harpold, 2018; Sturm et al., 

1995). However, limited, if any, improvements were reported for basins with seasonal snow, 

because snow cover/albedo data provide little information beyond the first and last few weeks of 

the long snow season (Clark et al., 2006; Zaitchik and Rodell, 2009). 

Results from previous attempts of assimilating remotely sensed PMW snow depth (SD) or 

snow water equivalent (SWE) were not encouraging, due to large errors as well as limited spatial 

representativeness of PMW SD/SWE retrievals (Dozier et al., 2016; Liu et al., 2013). For example, 

Andreadis and Lettenmaier (2006) assimilated the Advanced Microwave Scanning Radiometer for 

Earth Observing System (AMSR-E)-derived SWE observations into the Variable Infiltration 

Capacity (VIC) model but reported a degradation of model estimates due to the large errors in the 

AMSR-E SWE product. Dong et al. (2007) assimilated the Scanning Multichannel Microwave 

Radiometer (SMMR)-derived SWE observations into a catchment-based land surface model and 

demonstrated that assimilation algorithm was no longer able to improve SWE simulation when the 

simulated SWE is beyond the 100 mm cutoff. Some researchers suggested assimilating radiometric 
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quantities directly, applying a radiative transfer model (RTM) to relate radiometric measurements 

to SD/SWE within the assimilation scheme (Durand and Margulis, 2007; Kwon et al., 2017; Li et 

al., 2017). Nonetheless, RTM errors may propagate through the DA system and ultimately degrade 

snow estimates (Andreadis et al., 2008; Durand et al., 2008). 

There have been attempts to preprocess PMW SD/SWE estimates to facilitate their 

assimilation into snow and land surface models. These include De Lannoy et al. (2012), wherein 

an anomaly-based scaling approach was conceived to adjust the time-smoothed AMSR-E SWE 

products, and Liu et al. (2015), in which a blended SD product was created that combines AMSR-

E SD retrieval with in situ observations. While the latter study demonstrated considerable overall 

improvement in the prediction of snowpack after assimilation, the earlier one failed to improve 

SWE after assimilation of the scaled product, because although the magnitude of the SWE peak 

climatology can be effectively adjusted, the timing of onset and melt was not correctly scaled and 

the interannual variations cannot be corrected. 

The objective of this paper is to investigate the potential of assimilating a recently developed 

in situ-satellite blended SWE product for improving snow and streamflow simulations of the 

National Water Model (NWM). This product, developed by Gan et al. (2021), blends two PWM 

SWE products that undergo bias adjustment using in situ observations. These products are the 

SWE retrievals from Suomi National Polar-orbiting Partnership (S-NPP) Advanced Technology 

Microwave Sounder (ATMS; Weng et al., 2012) and Global Change Observation Mission – Water 

(GCOM-W1) Advanced Microwave Scanning Radiometer 2 (AMSR2; Kelly, 2009). This blended 

SWE product is assimilated into the operational NWM through a newly developed snow 

assimilation strategy. Chosen as the study areas are the Upper Colorado River Basin (UCRB) and 

Susquehanna River Basin (SRB) in the US, featuring seasonal and ephemeral snow covers, 
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respectively. While this investigation in some ways mirrors Liu et al. (2015), it features a different 

set of science questions: 1) how impacts of SWE assimilation differ for snowpack and streamflow 

over basins dominated by seasonal and ephemeral snowpack? 2) what are the specific merits of 

DA algorithms such as direct insertion (DI) and three-dimensional variational assimilation 

(3DVAR) in alleviating probable biases in snowpack and streamflow? and 3) how SWE 

assimilation differentially impacts various components of hydrologic cycle as represented by the 

model? By addressing these questions, the study offers insights into the potential constraints to the 

efficacy of SWE assimilation that are rooted in model structure and parameterization.  

The remainder of this paper is organized as follows. Section 2 describes the study areas and 

data. Section 3 introduces the model, methods, and experimental setup. Results are described and 

discussed in Section 4. Section 5 summarizes the findings and offers concluding remarks.  

2. Study areas and data 

2.1. Study areas 

The UCRB and SRB were chosen as our study areas, in which the snow cover is seasonal for 

the former and ephemeral for the latter. We selected 67 UCRB subbasins and 54 SRB subbasins 

that have continuous streamflow records and SD/SWE records for at least one snow survey site 

during the water years 2017–2019. Figure 1 shows the spatial distributions of elevation, snow 

telemetry (SNOTEL) and Cooperative Observer Network (COOP) snow survey sites, US 

Geological Survey (USGS) streamflow gauging stations, and subbasins in the two river basins. 

Detailed information of all the selected USGS stations is given in Table S1. The COOP and 

SNOTEL sites information can be found at https://mesonet.agron.iastate.edu/COOP and 

https://www.wcc.nrcs.usda.gov/snow, respectively. 
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 140 
141 Figure 1. (a) locations of the UCRB and SRB in the US, (b) UCRB elevation, (c) SRB elevation,  

(d) UCRB selected subbasins and observation stations, and (e) SRB selected subbasins and 
observation stations. Note that some larger subbasins may consist of a few smaller subbasins. The 
number besides each station  shows its ID, which  is  the rank  in ascending order of drainage area. 
For each basin, a pair of subbasins were chosen for demonstration,  with their IDs are denoted in 
red color. Detailed information of the gauging stations, including the name, latitude, longitude, 
feature ID, drainage area, etc., can be  found  in  Table S1.  
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UCRB covers a geographical area from 35.5°N to 43.5°N and 105.5°W to 112.5°W with a drainage 

area of about 277,000 km2. The physiography is rather heterogeneous for UCRB, which has an 

elevation range of 1056–4328 m with an average elevation of 2146 m. Land cover in UCRB 

includes 57% shrubland, 22% evergreen needleleaf, 7% deciduous broadleaf forest, 7% grassland, 

and 4% barren or sparsely vegetated as determined from the USGS land cover data. Snow accounts 

for about 63% of the annual precipitation in the UCRB, and mainly falls and remains frozen during 

the winter months (November–April) until the warm season when snowpack begins to melt 

(starting in late April or early May) (Liu et al., 2015). 

The 715-km long Susquehanna River is the longest river on the East Coast of the US with an 

outlet to the Chesapeake Bay. The SRB covers a geographical area from 39.5°N to 43°N and 

74.5°W to 79°W with a drainage area of about 71,228 km2. It has an elevation range of 0–953 m 

with an average elevation of 391 m. The SRB is covered by 61% deciduous broadleaf forest, 16% 

dryland cropland and pasture, 11% irrigated cropland and pasture, 6% mixed forest, and 3% urban 

and built land as determined from the USGS land cover data. Most of the winter precipitation 

within the SRB is in the form of snowfall, which mostly occurs in the northern part of the basin 

during the period of December–March (Suriano et al., 2020). 

Among all selected subbasins, we chose a pair of them (a small one and a large one) for both 

UCRB (IDs 24 and 67; stations 09292500 and 09328920) and SRB (IDs 13 and 54; stations 

01505000 and 01540500) to demonstrate the time series of spatial-averaged daily SWE and outlet 

streamflow in Section 4.3.4. The two chosen UCRB subbasins drain into the Green River, which 

is the longest headwater tributary of the Colorado River and is dominated by spring snowmelt. The 

two chosen SRB subbasins are located in the northern SRB, where most snow events occur. 
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 Data category  Data name  Spatial  Temporal  Reference/Availability 
 resolution  resolution 

Static data Land-related data 1 km N/A  https://water.noaa.gov/about/nwm 
 Routing-related data  250 m N/A  https://water.noaa.gov/about/nwm 

 Forcing data  NLDAS-2 forcing 1/8°  hourly   Xia et al. (2012a); 
https://doi.org/10.5067/6J5LHHO 
HZHN4  

 Observation data Blended in situ- 1/8°  daily Gan et al. (2021); 
satellite SWE data https://www.hydroshare.org/resou 

rce/7ac869e3be06411d8f43bf152 
 b62a755 

Reference data SNODAS SWE 1 km  daily Carroll et al. (2001); 
 https://nsidc.org/data/G02158 

 USGS streamflow gauge  daily https://waterdata.usgs.gov/nwis/d 
 v/?referred_module=sw 

Table 1.  Experimental data used in this study.  

 

173 2.2.  Data 

We used the static and forcing data to run the model,  the observation data to  assimilate into  

the model, and the reference data to validate  the  model. A summary of all the datasets is provided 

in  Table 1. A detailed description of  them is given below.   
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179 2.2.1.  Static data  

The static  data for the two research  domains were acquired by subsetting the conterminous  

US (CONUS) statistic  data downloaded from the National Water Center (NWC).  The 1 km × 1  

km land surface model grid and relevant geospatial data such as land cover and soil properties  

were processed from  the geographical  static  data using Weather Research a nd Forecasting (WRF)  

model Preprocessing System (WPS; Wang et al., 2017). The 250 m × 250 m ro uting-related static  

data such as the elevation, flow direction, and  stream order were processed from the National  

Hydrography Dataset Plus Version 2 (NHDPlusV2;  McKay et al., 2012) using WRF-Hydro GIS 

Pre-processor v5  (Sampson and Gochis, 2020). 
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2.2.2. Forcing data 

We used the WRF-Hydro meteorological forcing engine (Zhang et al., 2020) to prepare input 

data from the North American Land Data Assimilation System project phase 2 (NLDAS-2; Xia et 

al., 2012a). The 1/8° hourly NLDAS-2 forcing dataset for the water years 2016–2019 was first 

remapped to the 1-km research domains by bilinear interpolation. Various downscaling methods 

were then used to adjust the forcing variables to account for the differences in topographic 

characteristics (e.g., elevation, slope, and aspect) between the 1-km NWM grid cells and 1/8° 

NLDAS-2 grid cells. The forcing variables including 2-m air temperature (K), 2-m specific 

humidity (kg kg−1), surface pressure (Pa), and downward shortwave radiation (W m−2) were 

adjusted using the methods in WRF-Hydro meteorological forcing engine (Zhang et al., 2020). 

Precipitation rate (mm s−1) was adjusted using the method in Liston and Elder (2006). Downward 

longwave radiation (W m−2) and 10-m wind speed at u and v directions (m s−1) were not adjusted. 

Multi-year (water years 2016–2019) mean data of the forcing variables for the two river basins are 

given in Figure S1. 

2.2.3. Observation data 

A 1/8° daily blended in situ-satellite SWE dataset was produced to provide gridded 

observations for DA (Gan et al., 2021). This dataset is based on PMW SWE retrievals from the 

ATMS and AMSR2 as well as daily in situ SD/SWE observations from the COOP/SNOTEL 

networks. COOP daily SD data were converted to SWE using the snow bulk density method 

(Sturm et al., 2010) considering the effects of SD, snow aging, and snow cover classes. Level 2 

ATMS and AMSR2 data at the raw satellite observation field of views were binned into gridded 

fields of daily SWE on a resolution of 1/8° latitude/longitude as in NLDAS-2 grid cells. The 

blended product was then generated by 1) snow cover mask of the PMW SWE retrievals using the 
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Interactive Multisensor Snow and Ice Mapping System (IMS) snow cover maps, 2) Cumulative 

distribution function (CDF) matching-based bias correction of the masked PMW SWE retrievals 

using in situ observations, 3) optimal interpolation of the bias corrected PMW SWE retrievals with 

in situ observations, and 4) weighted averaging of the ATMS- and AMSR2-based SWE products. 

Detailed algorithm can be found in Gan et al. (2021). This dataset was shown to have good 

reliability through cross-validation against SNOTEL/COOP sites observations (Gan et al., 2021). 

It should be noted that the blended product subjects to uncertainties stemming from the PMW 

SWE retrievals caused by factors such as instrument error, sensor saturation, and retrieval 

algorithm. The uncertainties of the blended product, therefore, are location dependent, and likely 

smaller in grid cells where there are ground observations (i.e., SNOTEL and COOP sites) and 

possibly larger where there are not. Maps showing the multi-year mean daily SWE in different 

months over the CONUS can be found in Figure 12 of Gan et al. (2021). 

2.2.4. Reference data 

There are no high-resolution SWE observations across large domain. The National 

Operational Hydrologic Remote Sensing Center (NOHRSC) Snow Data Assimilation System 

(SNODAS) provides a 1-km daily SWE product over the CONUS (Carroll et al., 2001). Although 

it is not an observational product, SNODAS takes the physically based energy- and mass-balance 

NOHRSC Snow Model (NSM) as the primary component and assimilates snow observations from 

satellite, airborne platforms, and ground stations. Note that SNODAS shares some data sources 

such as the SNOTEL SWE and COOP SD with the blended products and therefore does not 

constitute a completely independent data source. Nonetheless, it is a mature and widely used 

operational product that is of relatively reliable quality and high resolution (Barlage et al., 2010; 

Gyawali and Watkins, 2013; Kumar et al., 2020; Liu et al., 2015; Wrzesien et al., 2017). In this 
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study SNODAS product serves as a benchmark that we will compare NWM SWE simulations 

against, since it has the same resolution as NWM and also integrates model simulations with 

observations as our NWM DA products. The primary aim of the comparison is to identify 

discrepancies that may be potential indications of errors or biases. We downloaded SNODAS SWE 

data from the National Snow and Ice Data Center (NSIDC) and resampled them into our model 

grid using bilinear interpolation. 

The daily streamflow discharge data for the 67 UCRB gauging stations and 54 SRB gauging 

stations were acquired from the USGS. 

3. Methodology 

3.1. National Water Model configuration 

The NWM version 2.0 (NWM V2.0) is adopted in this study for hydrologic simulation, with 

the details of its snow physics are given in the Appendix A. The core of the NWM is the WRF-

Hydro (Gochis et al., 2018), which is a physically-based distributed land surface/hydrologic model 

configured to use the Noah-multiparameterization model (Noah-MP; Niu et al., 2011) to simulate 

land surface processes. Noah-MP provides a plethora of physical configurations and multiple 

parameterization options. We adopted the default physical configurations (Table S2) and model 

parameters (https://water.noaa.gov/about/nwm) of the operational NWM V2.0. Note that NWM 

parameters had been calibrated for streamflow simulation in some river basins by National Center 

for Atmospheric Research (NCAR) NWM team before its operational use. Detailed information 

regarding the calibrated parameters and calibration strategy can be found in RafieeiNasab et al. 

(2020) and the information whether the UCRB and SRB subbasins are calibrated or not is given 

in Table S1.  
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The model spatial resolution was set to 1-km with an hourly timestep for the land surface 

processes simulation. The subgrid overland routing was executed on a 250-m grid mesh and the 

timesteps for terrain and channel routing were set to 10 and 300 seconds, respectively. Using the 

National Centers for Environmental Prediction (NCEP) Final (FNL) Operational Global Analysis 

data (National Centers for Environmental Prediction/National Weather Service/NOAA/U.S. 

Department of Commerce, 2000) as the initial conditions, NWM was run by recycling the NLDAS-

2 forcing from 1 October 2015 to 30 September 2019 for five cycles (20 years). This long spin-up 

run is to make the model to reach an equilibrium state for soil temperature and moisture as well as 

groundwater. A series of experiments were then conducted for the water years 2016–2019, in 

which the results of the first water year were excluded for analyses to further minimize the 

influence of uncertainties in the initial conditions. Land surface outputs were generated at 0:00 

every day and the hydrologic outputs were generated every 3 h from 0:00 to 21:00. 

3.2. Assimilation strategy 

DA experiments were performed similarly as the open-loop (OL) experiments using the same 

settings except that they assimilated the blended SWE data daily or every 5 days during the period 

of November 1–April 30 of the water years 2017–2019. Figure 2 shows a flowchart of the 

assimilation procedure. NWM is run forward in time, up to a point when assimilation is activated. 

At each assimilation step (0:00 UTC of the day), NWM would be stopped first and predicted SWE 

at each grid cell is updated with the blended SWE of the same day using different DA methods. 

SD is then adjusted based on the physical relationship of the updated SWE and model-predicted 

snow density. Next, the updated SWE and SD are redistributed to different snow layers following 

Noah-MP’s three-layer snow model (Yang and Niu, 2003; see also the Appendix A). Snow 

temperature of each layer is updated based on the following rules: 1) when snow is observed and 
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279 predicted by  the model in that layer , snow temperature is same as the model predicted; 2) when 

snow is observed but not predicted by the model in that layer, snow temperature is set to that of  

the lower neighboring layer or the ground when there is no predicted snow. After updating the 

snow properties, NWM is then restarted to run until the next assimilation step. At each assimilation 

step, the predicted SWE and streamflow prior to the assimilation are saved for subsequent 

comparison. 
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285 



290 

295 
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310 

286 Figure 2. Flowchart  showing the assimilation procedure.  At each a ssimilation step, the model will 
be stopped first, then SWE, SD, and ST will be updated for each layer, and finally all the other 
snow-related variables will be  updated based on  the updated SWE, SD, and ST by restarting  the  
model. The blue boxes represent model state variables, and the green box represents the  
observations. 
 

3.3.  Assimilation methods 

There are several methods that have been used  for snow  DA, ranging from simple approaches  

such as DI (Talagrand and Miyakoda, 1971), to relatively sophisticated approaches such as optimal 

interpolation  (OI; Gandin, 1965) and variational  (VAR; Sasaki, 1958), to more sophisticated 

approaches such as Kalman  filter  (KF; Kalman, 1960), extended Kalman filter  (EKF; Gelb, 1974), 

ensemble Kalman  filter  (EnKF; Evensen, 1994), and particle filter  (PF; Del Moral, 1996). A  review  

of the snow DA methods, including their merits and drawbacks was given by Helmert et al. (2018). 

The DA  methods we adopted include the 3DVAR and DI, which are relatively easy to implement  

and computationally efficient.  

3.3.1.  Three-dimensional variational assimilation 

The goal of 3DVAR is to produce an optimal estimate of the true state 𝐱  at analysis time  

through an iterative solution that minimizes a prescribed  cost  function  

T
 𝐽ሺ𝐱ሻ ሻTBିଵሺ𝐱 െ 𝐱௕ሻ ൅

ଵ ൌ ଵ 
 ሺ𝐱 െ 𝐱  ൫𝐲௢ െ 𝐻ሺ𝐱ሻ൯ 𝐑ିଵ௕ ൫𝐲௢ െ𝐻ሺ𝐱ሻ൯ (1)
ଶ ଶ

where 𝐱௕   is the background state; B   is the background error covariance matrix; 𝐲௢   is  the  

observation vector;  𝐻  is the nonlinear observation operator used to transform the gridded analysis  

𝐱  to observation space for comparison against  observations; 𝐑 is the obse rvation error covariance  

matrix; and  the superscripts “T”  and “−1” denote the transpose and  inverse of  the matrix, 

respectively.  The first and second terms on the right-hand side represent the background error 

𝐽௕ሺ𝐱ሻ  and observation error 𝐽௢ሺ𝐱ሻ, respectively. Quasi-Newton method is used to find the minimal 

of the cost function.  

287 
288 
289 

291 

292 

293 

294 

296 

297 

298 

299 

301 

302 

303 

304  

306 

307 

308 

309 

311 

16 



312 By using the incremental method (Courtier et al., 1994), the solution of   the minimization of  

𝐽ሺ𝐱ሻ is given  by   

 𝐱 ൌ 𝐱௕ ൅ 𝐊𝐝 (2)

with the optimal gain matrix  

 𝐊 ൌ 𝐁𝐇୘ሺ𝐇𝐁𝐇୘ ൅ 𝐑ሻିଵ  (3)  

and the innovation vector   

 𝐝 ൌ 𝐲௢ െ 𝐻ሺ𝐱௕ሻ ൌ  ൫𝐲௢ െ𝐻ሺ𝐱௧ሻ൯ െ ൫𝐻ሺ𝐱௕ሻ െ 𝐻ሺ𝐱௧ሻ൯ ൎ 𝛜௢ െ 𝐇𝛜௕  (4)  

where 𝐇  is the observation operator linearized with respect to  𝐱௕; 𝐇𝐁𝐇୘  can be interpreted as the 

square matrix of the covariances of background errors in  observation space while 𝐁𝐇୘   is  the  

rectangular matrix  of the covariances between the background errors in model space  and the  

background errors in observation space; 𝐱௧   is the unknown  true state;  𝛜௢ ൌ 𝐲௢ െ 𝐻ሺ𝐱௧ሻ   is  the 

vector of observation errors; and  𝛜௕ ൌ 𝐱௕ െ 𝐱௧  is the vector of background errors. Full detail s of  

the procedure of the incremental variational assimilation  algorithm could be found in  Stewart et 

al. (2013). 

Following Hollingsworth and  Lönnberg (1986), the error covariance  matrices are diagnosed  

from the observation-minus-background quantities (i.e., innovations), which are a combination of  

background and observation errors as  shown in the above equation. Assume that  𝑖 and 𝑗 are  two 

observation points (i.e., any two grid cells of the 1/8° blended SWE product), their innovation 

covariance can be calculated as  (Bouttier and Courtier, 2002)   

୘
 covሺ𝑖, 𝑗ሻ  ൌ 𝐝௜𝐝୘ 

௝ ൌ ሺ𝐲௜ െ𝐇௜𝐱௕ሻ൫𝐲
 

௝ െ 𝐇௝𝐱௕൯ ൌ 

୘ ୘
ሾሺ𝐲

  
௜ െ 𝐇௜𝐱௧ሻ ൅ ሺ𝐇௜𝐱௧ െ𝐇௜𝐱௕ሻሿൣ൫𝐲௝ െ 𝐇௝𝐱௧൯ ൅ ൫𝐇௝𝐱௧ െ 𝐇௝𝐱௕൯൧ ൌ ሺ𝐲௜ െ 𝐇௜𝐱௧ሻ൫𝐲௝ െ 𝐇௝𝐱௧൯ ൅ 

୘
𝐇  
௜ሺ𝐱௧ െ 𝐱௕ሻሺ𝐱௧ െ 𝐱௕ሻ୘𝐇

୘
௝ ൅ ሺ

 
 𝐲 െ 𝐇 𝐱 ሻሺ𝐱 െ 𝐱 ሻ୘𝐇୘ 

௜ ௜ ௧ ௧ ௕ ௝ ൅ 𝐇௜ሺ𝐱௧ െ 𝐱௕ሻ൫𝐲௝ െ𝐇௝𝐱௧൯  (5)  
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where the overbar denotes the expectation;  𝐲௜ and  𝐲௝  are the observations (i.e., blended SWE data)  

for observation points  𝑖   and  𝑗 , respectively;  𝐇௜   and  𝐇௝   are the observation operators used to 

transform the background  𝐱௕  (i.e., forecast  from the previous  analysis) to the observation points  𝑖  

and 𝑗 , respectively.  The first term after the last equal sign  is the observation error covariance  

between  𝑖 and 𝑗 (i.e.,  𝐑௜,௝); the second term is the background error covariance between  𝑖 and 𝑗  

(i.e.,  𝐇 𝐁𝐇୘ 
௜ ௝  );  and the last two t erms equal  to zero if  we a ssume that  observation error and 

background error are uncorrelated. The above equation can then be written  as  

𝜎ଶ ൅ 𝜎ଶ 

 covሺ𝑖, 𝑗ሻ  ൌ ቊ ௢,௜ ௕,௜ , 𝑖 ൌ 𝑗  
   (6)

𝐇௜𝐁𝐇
୘
௝ , 𝑖 ് 𝑗  𝑎𝑛𝑑   𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛  𝑒𝑟𝑟𝑜𝑟𝑠  𝑎𝑟𝑒  𝑢𝑛𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑒𝑑  

where 𝜎ଶ   an ଶ 
௢,௜ d 𝜎௕,௜   are the observation and background  error variances for observation point  𝑖, 

respectively. If  𝑖 ് 𝑗  and  𝑖   and 𝑗   are very close to each other,  lim covሺ𝑖, 𝑗ሻ ൌ 𝜎ଶ 
௕, ௜  , thus we can  

௜→௝ 

determine 𝜎ଶ 
௕,௜   by determining the intercept for zero separation of covሺ𝑖, 𝑗ሻ  , then we get the  

observation error variance 𝜎ଶ ൌ covሺ𝑖, 𝑗ሻ െ 𝜎ଶ 
௢,௜ ௕,௜  and the background error correlation covሺ𝑖, 𝑗ሻ/ 

𝜎ଶ 
௕,௜ if the background error variances are homogeneous.  

A  schematic representation of the Hollingsworth-Lönnberg method is  depicted in Figure 3. 

The zero-separation bin provides averaged information about the background and observation  

errors (i.e., observation and background error variances) and  the nonzero-separation bins give the  

averaged information about the background error only (i.e., background error covariance). The 

background error covariance is negligible for very large separations. Here,  we set the bin  interval 

to 25 km and the search  radius to  400 km. Other application examples about the diagnostic of error 

covariance matrices could be found in  Järvinen (2001), Stewart et al. (2014) and  Waller et al. 

(2016). 
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 355 

356 Figure 3. Schematic representation  of the Hollingsworth-Lönnberg method. Cov(i,  j) is the 
innovation (observation − background) covariance between spatial points i and j.The innovation  
covariances are stratified  against separation.  The red line is an isotropic correlation model fit to  
the histogram and extrapolated to zero separation.  

3.3.2.  Direct insertion 

As a benchmark test, we compared the assimilation  results from 3DVAR with those from DI,  

which is often u sed in  snow  DA  (Hedrick et al., 2018; Kumar et al., 2020).  The major premises of  

DI are that observations are considered reliable and model simulations do not contain useful  

information. Model simulations can therefore be replaced by observations  at each assimilation step. 

The 1/8° blended SWE product was remapped to our 1-km study areas by bilinear interpolation. 

We  performed DI by directly substituting modeled SWE with the observations (i.e., 1-km blended  

SWE data) and indirectly adjusting SD as well as  layer SWE, SD, and snow temperature using the 

above assimilation rules (Figure 2).  

3.4.  Experimental setup  

Table 2 presents the layout of the experiments aimed at assessing the efficacy of assimilation  

methods and determining the optimal assimi lation frequencies. An OL run was performed to create  

a baseline for the evaluation. Snow state variables  were updated daily and every 5 days using the 

3DVAR and DI methods to analyze their  influences on SWE and streamflow. Model p erformances 
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375 were evaluated against different sources of reference data  using relative bias (RB), root-mean-

square error (RMSE), and Pearson correlation coefficient (CC). RB measures the percentage  of  

bias of the modeled variable to  the observed one, with a range between  −∞ and + ∞. A  positive 

/negative value of RB indicates overestimation/underestimation, and  a smaller absolute value  

indicates better model performance.  RMSE measures the error magnitude between modeled and 

observed variables, with  a range between 0 and +∞. A smaller value of  RMSE indicates better  

model performance. CC measures the closeness of  the linear relationship between the modeled and 

observed variables, with a range between  −1 and 1. A positive/negative value of CC indicates a 

positive/negative correlation, and a larger absolute value indicates stronger linear relationship.  

Table 2.  Experimental design for  the comparison of assimilation  methods and frequencies.  
Case Assimilation method  Assimilation frequency 

OL N/A N/A 

3DVAR1 3DVAR Daily 

3DVAR5 3DVAR Every 5 days 

DI1 DI Daily 

DI5 DI Every 5 days 
Note. OL = open loop; 3DVAR = three-dimensional variational assimilation; DI = direct insertion.  
For the name of the case, the number after 3DVAR and DI indicates the assimilation  frequency.  
 
4.  Results and discussion  

In this section, we  first evaluate modeled SWE and streamflow separately with different 

reference datasets, and then we compare SWE and streamflow  of the same subbasins to  examine  

their relationship.   

4.1.  Evaluation of SWE 

Daily SWE simulations are c ompared a gainst SNODAS SWE analysis. The relative accuracy 

of SWE from different experiments (Table 2) are examined from the following perspectives: 1)  

temporal variation  of  SWE and 2) spatial di stribution of SWE.  
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4.1.1. Temporal variation of SWE 

Figure 4 compares the spatial-averaged daily SWE from OL and DA experiments, as well as 

SNODAS analysis for UCRB and SRB. Although OL largely reproduces the seasonal evolution of 

SNODAS SWE, the magnitude of OL SWE is significantly lower than that of SNODAS, and this 

difference persists throughout the entire period in both basins (with a −29% RB in UCRB and a 

−34% RB in SRB). Note that SNODAS SWE is not necessarily the truth; nonetheless, this large 

difference may point to potential underestimation of SWE by the NWM. The low bias of modeled 

SWE can be mainly explained by the largely underestimated NLDAS-2 precipitation, which shows 

a 100–500 mm per year deficit over the high-elevation areas of the Western US (Henn et al., 2018). 

The other cause may be attributed to the low snow albedo as Noah-MP modeled (Chen et al., 2014; 

Kumar et al., 2020), which inflates absorbed radiation, increases available energy, and hence 

reduces snowpack. In addition, OL tracks the SNODAS phase more closely in UCRB than in SRB, 

although it also produces larger negative bias (15.0 mm RMSE for UCRB vs. 3.6 mm RMSE for 

SRB). This is reasonable because ephemeral snowpack prevailing in SRB is more difficult to be 

captured by model due to the more frequent and shorter accumulation-ablation processes in the 

same season (Petersky and Harpold, 2018). 

The assimilation of the blended SWE product narrows the gap between NWM SWE and 

SNODAS analysis throughout the snow seasons evident in both basins. 3DVAR and DI generate 

spatial-averaged daily SWE time series that are comparable to those of SNODAS, which also 

assimilated SNOTEL SWE and COOP SD observations. Specifically, 3DVAR and DI with a daily 

assimilation frequency (3DVAR1 and DI1) reduce the RMSE in UCRB from 15.0 to 11.6 and 9.6 

mm, respectively (Figure 4a); and applying the two mechanisms with a every 5 days assimilation 

frequency (3DVAR5 and DI5) reduce the RMSE from 15.0 to 8.4 and 10.3 mm, respectively 
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(Figure 4b). Meanwhile, they increase the RMSE in SRB from 3.6 to 6.3 and 6.5 mm, respectively, 

regardless of the assimilation frequency (Figure 4c and d). It is noted that 3DVAR and DI show 

similar performance even with different assimilation frequencies in SRB (Figure 4c and d), 

whereas the former produces larger SWE than the latter when with a higher assimilation frequency 

in UCRB (Figure 4a). This could be explained by the differing assimilation mechanisms of the two 

methods. DI directly replaces model simulations with the observations (i.e., blended SWE data), 

and naturally it yields analysis that approaches observations when assimilation frequency increases. 

By contrast, 3DVAR blends model simulations with observations, which sometimes yields analysis 

that would be larger than the observations when gradually increasing observations are assimilated 

into the model with a sufficiently high frequency (i.e., 3DVAR1 in UCRB), and this may cause the 

overshooting. Using a reduced assimilation frequency allows the model physics to gradually 

compensate for the addition of SWE by DA, thus leading to physically more realistic results. It is, 

therefore, reasonable that a lower assimilation frequency for 3DVAR (3DVAR5) and a higher 

assimilation frequency for DI (DI1) lead to better agreements of the modeled SWE time series 

with the SNODAS analysis in UCRB. In addition, DA experiments generally overestimate peak 

SWE in both study areas and in most water years as compared to the SNODAS. The increases in 

the SWE after performing DA may be an indication of improvement in snowpack simulations— 

the SNODAS data were found to underestimate SWE as compared to in situ measurements 

(Anderson, 2011; Gan et al., 2021) and lidar surveys (Hedrick et al., 2015), due to the 

underestimated snow density (Anderson, 2011; Hedrick et al., 2015) and snow depth (Clow et al., 

2012). 
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 440 
441 Figure 4.  Time series of  spatial-averaged daily SWE from different experiments during main snow  

seasons of the water years 2017–2019 for UCRB and SRB. DI, 3DVAR, OL, and  SNODAS data  
are denoted by green, red, blue, and black lines with increasing thickness, respectively. CC, RMSE, 
and RB represent the correlation coefficient, root-mean-square error, and relative bias  of model 
simulations against  SNODAS analysis, respectively. Note that DA  frequency is applicable only to 
DI and 3DVAR.  
 

4.1.2.  Spatial distribution of SWE 

Figure 5 shows the spatial distributions of the muti-year mean  daily SWE from the modeled 

(OL, 3DVAR1, DI1, 3DVAR5, and DI5), blended, and SNODAS for UCRB and SRB. Figure S2 

presents the spatial distributions of the BIAS and CC of different SWE products against SNODAS 

analysis. OL produces lower SWE amounts in most snow regions of the UCRB and SRB relative  

to SNODAS analysis. It has a spatial-averaged bias of −10.6 and −0.8 mm  for UCRB and SRB,  

respectively. 3DVAR and DI  generally have similar spatial  patterns, and all four DA experiments 

produce overall higher SWE values against SNODAS in most high-elevation zones of  UCRB 

(Figure 5b–e) and in the northern and western  mountainous zones of SRB (Figure 5i–l). However,  

the overestimation of the 3DVAR and DI may be reasonable since SNODAS analysis  was reported 

442 
443 
444 
445 
446 
447 

448 

449 

450 

451 

452 

453 

454 

455 

456 

457 

23 



 

 

458 to underestimate SWE in these regions as  stated before. On  the other hand, the bias in low-

elevation zones (e.g.,  elevation ≤ 2000 m for UCRB a nd elevation  ≤  400 m for SRB; see Figure 

1b and c for the spatial d istribution of elevation)  is less pronounced due to the  much lower snow 

accumulation in these zones; the differences  among  all five experiments are negligible (Figure 5a– 

e for UCRB and Figure 5h–l for SRB). A  higher assimilation frequency results in  increased  SWE 

analysis (Figure 5b vs. d, c vs. e, i vs. k, and j vs. l) and the performance difference  of assimilation  

frequencies is more pronounced in UCRB than  in SRB and for 3DVAR than for DI. 3DVAR with 

a higher assimilation frequency (3DVAR1) generates highly heterogeneous SWE fields in  UCRB 

(Figure 5b)  due to the cumulative effect of sequentially ingesting blended SWE product which 

exhibits  relatively high spatial vari ability.  
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469 Figure 5.  Spatial distributions of multi-year mean daily SWE from  the OL, 3DVAR1, DI1,  

3DVAR5, DI5, blended, and SNODAS during the water years 2017–2019 for UCRB and SRB.  
The number on the bottom right corn er of each subfigure presents the spatial-averaged value.  
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4.2. Evaluation of streamflow 

Daily streamflow simulations are compared against USGS observations. Figure 6 presents 

the spatial distribution of RB and CC of modeled daily streamflow discharge for all selected gauges 

in the UCRB and SRB. OL has relatively good performance (i.e., small |RB| and high CC) in the 

eastern UCRB subbasins (upstream of the Colorado River) and in most of the SRB subbasins. 

Nevertheless, it underestimates streamflow for 85.1% of the UCRB subbasins (Figure 6a) and 83.3% 

of the SRB subbasins (Figure 6k). The underestimation of streamflow is mainly due to the 

underestimated precipitation and/or model deficiency in snow simulation, especially over the 

mountainous regions (Lohmann et al., 2004; Xia et al., 2012b). The assimilation of the blended 

SWE product mitigates the negative RB in streamflow and the effect is more pronounced for 

UCRB than for SRB due to the more severely underestimated streamflow in the OL experiment 

for the former (Figure 6a vs. k). Compared to the OL experiment, 3DVAR1, DI1, 3DVAR5, and 

DI5 reduce |RB| for 65.7%, 37.3%, 62.7%, and 64.2% of the UCRB subbasins, respectively, and 

for 74.1%, 70.4%, 75.9%, and 75.9% of the SRB subbasins, respectively. More SRB subbasins see 

improvements than do UCRB subbasins, although the degree of improvement is less pronounced 

in SRB. By contrast, UCRB subbasins have more severe overestimation of streamflow by DI1, 

which deteriorates |RB| for 62.7% of the subbasins (Figure 6c). This is because DI1 overestimates 

SWE for most upstream subbasins although it underestimates SWE overall for the entire UCRB. 

The overestimation of SWE by DI1 in the UCRB upstream subbasins could be attributed to the 

fact that the observations (i.e., blended SWE data) overestimate SWE in those subbasins and DI1 

directly replaces model states with observations at every assimilation step. Considering both RB 

and CC, 3DVAR generally outperforms DI with the same assimilation frequency for streamflow 

simulation in most of the UCRB subbasins. 3DVAR/DI with a lower assimilation frequency 
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(3DVAR5/DI5) performs better than that with a higher assimilation frequency (3DVAR1/DI1) in 

both basins because a higher assimilation frequency leads to more severe overestimation of SWE 

and thus streamflow in more subbasins. It could also be noted that the performances of different 

experiments are similar in SRB, because OL generally performs well in this basin (Figure 6k and 

p) and the SWE increment in the northern SRB by different DA experiments contributes only a 

small proportion of the water to the streamflow.  

Kumar et al. (2014) also found notable degradations in streamflow over UCRB by 

assimilating a blended in situ-satellite SD product, which employs in situ measurements from the 

Global Historical Climatology Network (GHCN) and satellite retrievals from SMMR, Special 

Sensor Microwave Imager (SSM/I), and AMSR-E. They concluded that in situ bias correction of 

the PMW SD retrievals remains insufficient to provide subsequent skill improvements in 

streamflow simulation in this heterogeneous basin due to the low representativeness of the in situ 

observations. Liu et al. (2015) demonstrated that using SNOTEL observations in the blending of 

in situ and PMW SWE data without considering terrain aspect leads to substantial overestimation 

in snow and thus streamflow in UCRB. We conclude that although incorporating terrain aspect in 

the blending process can improve the SWE estimates of the blended product (Gan et al., 2021), the 

improvement of streamflow by assimilating this blended product is still not promising in 

heterogeneous basins such as the UCRB, due to the relatively poor performance of the model, low 

representativeness of the in situ observations and large uncertainties of the PMW retrievals. 
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Figure 6. Spatial distributions of relative bias (RB) and correlation coefficient (CC) of the daily 
streamflow discharge from the OL (first column), 3DVAR1 (second column), DI1 (third column), 
3DVAR5 (fourth column), and DI5 (fifth column) experiments against USGS observations in the 
water years 2017–2019 for selected gauges in UCRB and SRB. The number on the bottom right 
corner of each subfigure presents the average value. 
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4.3. Concurrent comparison of SWE and streamflow 

We examine concurrent changes in SWE and streamflow simulation accuracy (against 

SNODAS SWE analysis and USGS streamflow observations, respectively) for 67 UCRB 

subbasins and 54 SRB subbasins after the application of DA to identify the characteristics of the 

changes and the possible causes for the improvements/deteriorations of model performance. 

4.3.1. Which DA experiment performs best? 

To gain more insight into the effects of DA on SWE and streamflow simulations, we compare 

different DA experiments with OL experiment on the subbasin scale. Table 3 summarizes the 

percentage of subbasins with improved statistics as compared to OL. Generally, more subbasins 

experience improvements in SWE simulation than in streamflow simulation except for the 

UCRB’s 3DVAR1 case, indicating that the improved SWE does not always translate into improved 

streamflow. This is a quite common feature that has been reported not only in SD/SWE 

assimilation (Kumar et al., 2014; Liu et al., 2015) but also in the assimilation of other variables 

such as soil moisture (Yan and Moradkhani, 2016) and terrestrial water storage (Tangdamrongsub 

et al., 2015), due to the differing streamflow responses in different subbasins to the redistribution 

of water mass. Meanwhile, more SRB subbasins see improvements than do UCRB subbasins for 

both SWE and streamflow simulations in all the DA experiments, although the degree of 

improvement is more pronounced for UCRB subbasins due to the relatively poorer performance 

of the OL simulation. Moreover, although DI outperforms 3DVAR with the same assimilation 

frequency for SWE simulation in UCRB, it underperforms 3DVAR for streamflow simulation. 

This is because the direct replacement of model states with observations (i.e., blended SWE data) 

by DI may introduce physically unrealistic changes in model states (e.g., the violation of mass 

conservation), while 3DVAR allows the physical relationship between model states to be better 
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 Table 3. Percentage of subbasins with improved statistics for SWE and streamflow simulations 
    in UCRB and SRB as compared to OL.  

Basin Case 

SWE Streamflow

 Subbasins with  Subbasins with 
improved |RB| improved CC 

 (%) (%) 

 Subbasins with Subbasins with 
improved |RB| improved CC 

 (%)  (%) 

3DVAR1  46.3   44.8 65.7  29.9

UCRB  
DI1  

3DVAR5  
77.6
68.7

  85.1 
  68.7 

37.3  
62.7  

20.9
38.8

DI5  80.6   74.6 64.2  28.4
3DVAR1  96.3   87.0 74.1  66.7

SRB 
DI1  

3DVAR5  
87.0
90.7

  88.9 
  96.3 

70.4  
75.9  

64.8
70.4

DI5  90.7   87.0 75.9  70.4

 

 
 
 
 
 
 
 
 

 

545 maintained through assimilation (Magnusson et al., 2017). For 3DVAR, reducing assimilation  

frequency from daily to  every 5 days  generally yields improved streamflow simulation because 

the higher frequency leads to more  severe overestimation  of SWE and thus streamflow in more 

subbasins. We  therefore focus on the 3DVAR scheme with the assimilation frequency set  to every  

5 days (3DVAR5) for both basins in  subsequent analyses.  
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553 4.3.2.  How does DA improve OL? 

To determine how does DA  influence SWE and  streamflow in different  subbasins, we 

examine the changes of RB from OL to  3DVAR5. Figure  7 compares the  RB of  SWE and 

streamflow for  3DVAR5 against OL experiments at all selected subbasins in UCRB and SRB. OL   

underestimates SWE and str eamflow for 98.5%  and 85.1% of the UCRB  subbasins (points in the 

y < 0 region of Figure 7a and b), respectively,  and for 100% and 83.3% of the SRB subbasins  

(points in  the y < 0 region of Figure 7c and d), respectively.  The assimilation of the blended SWE 

product by 3DVAR5 reduces the percentage of subbasins with underestimated SWE and  

streamflow to  55.2% and 41.8% fo r UCRB (points in  the x  < 0 region of Figure 7a and b),  
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respectively, and to 77.8% and 74.1% for SRB (points in the x < 0 region of Figure 7c and d), 

respectively. The increased SWE and streamflow by 3DVAR5 lead to improved SWE and 

streamflow for 68.7% and 62.7% of the UCRB subbasins (points in gray regions of Figure 7a and 

b), respectively, and for 90.7% and 75.9% of the SRB subbasins (points in gray regions of Figure 

7c and d), respectively. The relatively lower percentage of improved subbasins in UCRB is due to 

the fact that 3DVAR5 yields overestimated SWE and streamflow in more UCRB subbasins, which 

results in larger |RB| as compared to the OL (points in the right white region of Figure 7a and b). 

Specifically, 3DVAR5 increases RB from a negative value to a positive one with a larger absolute 

value for SWE and streamflow in 22.4% and 19.4% of the UCRB subbasins (points in the lower-

right white region of Figure 7a and b), respectively, and in 9.3% and 5.6% of the SRB subbasins 

(points in the lower-right white region of Figure 7c and d), respectively. Meanwhile, it also 

increases RB from a smaller positive value to a larger one for SWE and streamflow in 1.5% and 

11.9% of the UCRB subbasins (points in the upper-right white region of Figure 7a and b), 

respectively, and in 0% and 13% of the SRB subbasins (points in the upper-right white region of 

Figure 7c and d), respectively. 
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Figure 7. Scatterplots of relative bias (RB) of (a) UCRB SWE, (b) UCRB streamflow, (c) SRB 
SWE, and (d) SRB streamflow relative to the reference data for 3DVAR5 against OL experiments 
at all selected subbasins. Each point corresponds to an individual subbasin with the color represents 
its average elevation. For each subfigure, two gray dashed lines (y = x and y = −x) are plotted to 
divide the panel into four regions, in which the two gray regions represent |x| < |y|. Points in the 
gray regions indicate that DA performs better than OL for those subbasins. Negative values 
indicate model underestimation as compared to the reference data. 
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4.3.3. How does SWE influence streamflow? 

We analyze the relationship between SWE and streamflow simulations by calculating the 

percentages of subbasins in the following four categories: 1) improved SWE + improved 

streamflow, 2) degraded SWE + improved streamflow, 3) improved SWE + degraded streamflow, 

and 4) degraded SWE + degraded streamflow. Figure 8 shows the scatterplots of the differences in 

|RB| and CC between 3DVAR5 and OL experiments for SWE and streamflow simulations in 

UCRB and SRB. As compared to the OL, 47.8% of the UCRB subbasins have improved |RB| (R3 

of Figure 8a) and 29.9% of them have improved CC (R1 of Figure 8b) for both SWE and 

streamflow by 3DVAR5; 70.4% of the SRB subbasins have improved |RB| (R3 of Figure 8c) and 

68.5% of them have improved CC (R1 of Figure 8d) for both SWE and streamflow by 3DVAR5. 

More interestingly, |RB| of 14.9% of the UCRB subbasins (R4 of Figure 8a) and CC of 9.0% of 

the UCRB subbasins (R2 of Figure 8b), as well as |RB| of 5.6% of the SRB subbasins (R4 of Figure 

8c) and CC of 1.9% of the SRB subbasins (R2 of Figure 8d) are improved for streamflow 

simulation by 3DVAR5, even though the SWE simulation is degraded for them. By contrast, 

3DVAR5 improves SWE but degrades streamflow for |RB| of 20.9% of the UCRB subbasins (R2 

of Figure 8a) and for CC of 38.8% of the UCRB subbasins (R4 of Figure 8b); and for |RB| of 20.4% 

of the SRB subbasins (R2 of Figure 8c) and for CC of 27.8% of the SRB subbasins (R4 of Figure 

8d). One possible reason is that the calibrated/default parameters for streamflow simulation may 

compensate for SWE discrepancies, thus if SWE are improved by DA there could be degradations 

in streamflow. Furthermore, 3DVAR5 degrades SWE and then streamflow for |RB| of 16.4% of 

the UCRB subbasins (R1 of Figure 8a) and for CC of 22.4% of the UCRB subbasins (R3 of Figure 

8b) as well as for |RB| of 3.7% of the SRB subbasins (R1 of Figure 8c) and for CC of 1.9% of the 

SRB subbasins (R3 of Figure 8d). It is observable that more subbasins experience improvements 
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609 for  both SWE and streamflow simulations in both basins. In addition, the percentage of subbasins  

with improved SWE and streamflow is higher for SRB than for UCRB, despite the degree of  

improvement (especially  the C C) is smaller for the fo rmer.  

610 

611 

612 
613 Figure 8. Scatterplots of the  differences of the statistics (absolute relative bias |RB| and correlation 

coefficient CC) between 3DVAR5 and OL experiments for SW E against streamflow simulations  
in  UCRB (left column) and SRB (right column).  Each point corresponds to an  individual subbasin 
with the color represents its average elevation. For each  subfigure,  two lines (x = 0 and  y = 0) are  
plotted to  divide the panel into four regions R1 (x  ≥ 0, y  ≥ 0), R2 (x < 0, y ≥  0), R3 (x < 0, y < 0), 
and R4 (x ≥ 0, y < 0). The negative values of  ∆|RB| and the positive values of  ∆CC indicate 
improvement of 3DVAR5 as compared to  OL. On the lower right corner of each subfigure shows 
the percentages of subbasins locate in the four regions.  
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4.3.4. What are the reasons for the improvements/deteriorations? 

Figure 9 and Figure 10 compare the time series of spatial-averaged daily SWE and outlet 

streamflow for a pair of chosen subbasins within UCRB and SRB (see Section 2.1), respectively. 

SWE and streamflow are underestimated by OL simulation in the four selected subbasins, and 

3DVAR5 significantly improves the underestimated SWE, which reduces the |RB| by 63.2%, 

33.2%, 34.2%, and 48.0% for them (Figure 9a and b and Figure 10a and b), respectively. However, 

although it corrects the streamflow bias during the ablation period in both SRB subbasins (Figure 

10), the streamflow remains underestimated in the whole period, especially for the larger subbasin 

(Figure 10b). This systematic streamflow bias in SRB is not caused by SWE bias and it could be 

corrected by model calibration. 3DVAR5 generally overestimates streamflow for both UCRB 

subbasins (Figure 9), but it improves the streamflow simulation (reduces |RB| by 47.2%) for the 

smaller subbasin as compared to the OL (Figure 9a). Streamflow observations start increasing 

around March, peak in June, and return to base flow levels in August, but the 3DVAR5 simulations 

exhibit a longer period of high flow and lower base flow in UCRB subbasins. It is also observed 

that the timing of all major peaks is well captured for the small subbasin (Figure 9a) whereas it 

exhibits obvious deviation for the large subbasin (Figure 9b) in UCRB after DA. Additionally, 

3DVAR5 results in earlier peak flow timing and larger peak flow magnitude than the observed 

streamflow for the large UCRB subbasin (Figure 9b).  
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Figure 9. Time series of the daily SWE and streamflow discharge for two representative subbasins 
in UCRB. The map on each subfigure shows the locations of the subbasin and corresponding outlet. 
CC, BIAS, and RB represent the correlation coefficient, bias, and relative bias of model 
simulations against reference data (i.e., SNODAS SWE analysis and USGS streamflow 
observations), respectively. 
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647 
648 Figure 10. Time series of the daily SWE and streamflow discharge  for two  representative  

subbasins in SRB. The map on each  subfigure shows the locations of the subbasin  and 
corresponding ou tlet. CC, BIAS, and RB repr esent the correlation coefficient, bias, and relative  
bias of model simulations against reference da ta (i.e.,  SNODAS SWE analysis and USGS 
streamflow observations), respectively.   
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A further examination of all 67 UCRB subbasins shows that 55 of them have earlier peak 

flows in the OL simulation (i.e., with modeled peaks preceding the observed ones), among which 

11 are calibrated subbasins and the other 44 are uncalibrated subbasins. 3DVAR5 slightly mitigates 

the timing error—it helps reduce the number of subbasins with earlier peak flow timing from 55 

to 48, of which 40 are non-calibrated subbasins, 7 are calibrated subbasins that also have earlier 

peak flows in the OL simulation, and only 1 is calibrated subbasin that does not have earlier peak 

flows in the OL simulation (see Table S1). This illustrates that recalibration of the model is 

necessary for some of the UCRB subbasins. Meanwhile, although the timing of peak flows is well 

captured for all SRB subbasins, the magnitude is underestimated by over 40% for 17 SRB 

subbasins in the OL simulation. Even though 3DVAR5 alleviates the underestimation of the 

magnitude for most of the SRB subbasins, there are still 11 subbasins that underestimate the 

magnitude by over 40% (see Table S1). Again, this indicates that recalibration of the model for 

some of the SRB subbasins is also necessary despite the model has good performance in most SRB 

subbasins.  

The inconsistency between 3DVAR5 simulations and the USGS observations in UCRB 

subbasins can be partly explained by the fact that anthropogenic activities such as reservoir 

operation (e.g., Fontenelle and Flaming Gorge Dams in the Green River), irrigation withdrawal, 

and streamflow diversion in this basin greatly alter the natural flow regime, that is, reduce total 

annual runoff, increase base flow, decrease peak flow magnitude, and shift peak flow timing. The 

earlier peak flow timing of 3DVAR5 simulations may be attributed to the fact that much of the 

snow incrementally ingested by DA enters the model prior to the melt season. As NWM was 

calibrated using the snowpack without accounting for this addition (or even uncalibrated for many 

UCRB subbasins and most SRB subbasins), it tends to create an amplified streamflow peak by 
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rapidly melting this added snow right at the onset of the melt season due to the low snow albedo 

as mentioned earlier. This induces a phase shift in the modeled seasonal streamflow, and also 

contributes to the large increase in peak flow (Barnhart et al., 2016). This suggests a necessity to 

calibrate the SWE before the calibration of streamflow in this snow-dominated basin. 

5. Summary and conclusions 

This study investigates the potential of assimilating a blended in situ-satellite SWE product 

for improving snow and streamflow simulations of the NWM in two US river basins—UCRB with 

seasonal snow and SRB with ephemeral snow. This blended SWE product is assimilated into the 

operational NWM through a newly developed snow assimilation strategy. Different assimilation 

methods (3DVAR and DI) and assimilation frequencies (daily and every 5 days) are tested to 

examine their influence on assimilation effect. 

The OL simulation underestimates SWE in both basins as compared to the SNODAS analysis 

although they have high correlation. The negative bias of SWE thus contributes to the 

underestimated streamflow in both basins. Assimilating the blended SWE product considerably 

alleviates the underestimated SWE throughout the snow seasons in both basins, with more 

reasonable temporal variation and spatial distribution. Overall, 3DVAR with a every 5 days 

assimilation frequency (3DVAR5) and DI with a daily assimilation frequency (DI1) produce 

spatial-averaged time series in closer agreement with the SNODAS analysis than 3DVAR with a 

daily assimilation frequency (3DVAR1) and DI with a every 5 days assimilation frequency (DI5) 

in UCRB. Comparatively, all DA experiments (3DVAR1, DI1, 3DVAR5, and DI5) perform 

similarly in SRB. While 3DVAR and DI perform similarly in SRB due to the short accumulation-

ablation processes of the ephemeral snow, the former produces larger SWE than the latter with a 

higher assimilation frequency in UCRB due to the sequential ingestion of the continuously 
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increasing blended SWE product. Moreover, 3DVAR with a higher assimilation frequency (i.e., 

3DVAR1) generates more heterogeneous spatial pattern of SWE in UCRB due to the cumulative 

effect of sequentially imposing spatially heterogeneous blended SWE product. 

The assimilation of the blended SWE product mitigates the underestimation of streamflow in 

NWM OL simulations for both basins. However, it largely overestimates streamflow for some of 

the UCRB subbasins due to the overestimated SWE. Besides, it has more obvious influences on 

streamflow for UCRB than for SRB. This is because snowfall is the main source of precipitation 

in UCRB and the change of SWE significantly affects not only surface runoff but also subsurface 

runoff, evapotranspiration, and soil moisture in this basin, and these mechanisms are difficult to 

capture by the model. However, the percentage of subbasins with improved streamflow is smaller 

for UCRB than for SRB due to the relatively poorer model performance and the larger uncertainty 

of the blended SWE product in the former basin. Generally, fewer subbasins experience improved 

streamflow simulation than SWE simulation, indicating that improved SWE does not always 

translate into improved streamflow. 3DVAR outperforms DI with the same assimilation frequency 

for streamflow simulation in most selected UCRB and SRB subbasins, despite its relatively worse 

performance for SWE simulation in most UCRB subbasins when with a daily assimilation 

frequency. 3DVAR with a lower assimilation frequency (i.e., 3DVAR5) performs better than that 

with a higher assimilation frequency (i.e., 3DVAR1) for streamflow simulation in both basins.  

While the snow assimilation strategy proposed in this paper is overall effective in mitigating 

the biases in snowpack, and, to a lesser extent, streamflow, its effect is strongly dependent upon 

the types of snowpack and differential assimilation methods and frequencies. Besides, the blended 

SWE product has relatively large biases in heterogeneous regions such as the UCRB due to limited 

representativeness of the in situ network and the low reliability of the PMW retrievals. This 
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blended product may be improved by incorporating observations from other emerging platforms 

such as the Sentinel-1 C-band synthetic aperture radar (Lievens et al., 2019) and airborne lidar 

(Painter et al., 2016), and the improvement of the blended SWE product would eventually benefit 

streamflow simulation. Moreover, neither 3DVAR nor DI provides any estimate of predictive 

uncertainty, while the uncertainties from precipitation and air temperature need to be quantified 

since they are the main drivers of SWE and streamflow dynamics. SWE can also be influenced by 

many processes such as the snow albedo and below-canopy turbulence and radiation transfer 

parameterizations. Therefore, it will be useful to explore the assimilation of snow albedo and SWE 

jointly for improving snow and terrestrial water budget estimates (Kumar et al., 2020). 

Furthermore, NWM performs relatively poorly in UCRB and snow DA of the NWM may increase 

the uncertainty since it redistributes water in different hydrologic processes. As such, recalibration 

of the NWM or application of the DA techniques to improve the estimation of not only the state 

variables but also the influencing parameters may be a necessity. Finally, much remains to be done 

to assess the potential of the blended product and assimilation strategy for other geographic regions 

with disparate ablation processes. These will be left in future efforts.  

Acknowledgments 

This work was supported by the National Oceanic and Atmospheric Administration (grant 

#NA18OAR4590410). We would like to thank Brian Cosgrove, Greg Fall, and Zhengtao Cui at 

the Office of Water Prediction, Hui Shao at the Joint Center for Satellite Data Assimilation, Wei 

Yu at the Weather Tech Services, LLC, and Yeosang Yoon at the Goddard Space Flight Center 

for helps and directions. We appreciate the helpful comments made by Andrew Fox and James 

McCreight on the initial draft. 

40 



 

 

 

745 Appendix  A. Snow physics 

Noah-MP snow model is an energy and mass balance model that features an up to 3 -layer 

representation of snowpack (Yang  and Niu, 2003). More detailed information can  be found in  

Yang et al. (2011). We give a brief description of the snow physics adopted  in the NWM  below.  

a.  Snowfall  

The precipitation r ate  𝑃 (mm s−1)  is partitioned into rainfall rate  𝑃  (mm s−1
௥ ) and snowfall rate  

𝑃௦ (mm s−1) following Jordan (1991). 

⎧0, 𝑇௦௙௖ ൐ 𝑇௙௥௭ ൅ 2.5 
⎪0.6𝑃, 𝑇௙௥௭ ൅ 2 ൏ 𝑇௦௙௖ ൑ 𝑇௙௥௭ ൅ 2.5 

 𝑃௦ ൌ
⎨

 (A.1)

⎪
𝑃ൣ1 െ ൫െ54.632 ൅ 0.2𝑇௦௙௖൯൧, 𝑇௙௥௭ ൅ 0.5 ൏ 𝑇௦௙௖ ൑ 𝑇௙௥௭ ൅ 2
𝑃, 𝑇⎩ ௦௙௖ ൑ 𝑇௙௥௭ ൅ 0.5 

where 𝑇௦௙௖  is the surface  air temperature; and  𝑇௙௥௭  is the freezing/melting temperature (273.15 K).  

Snowfall  is intercepted by the  vegetation canopy using  a snow interception model  (Niu and 

Yang, 2004). The snowfall rate at the ground surface 𝑃 −1
௦,௚ (mm s ) is then calculated by  

 𝑃௦,௚ ൌ 𝑃௦,ௗ௥௜௣ ൅ 𝑃௦,௧௛௥௢௨ (A.2)

where 𝑃௦,ௗ௥௜௣ (mm  s−1)  is the drip rate of snow; and 𝑃 ௧௛௥௢௨ (mm s−1
௦, ) is the through-fall rate of  

snow. 

b.  Snow depth  

Snow depth ℎ௦ (mm) is calculated by  

 
௉

ℎ௧ ଵ ൅ ೞ,೒ 
௦ ൌ ℎ௧ି௦ 𝑑𝑡 (A.3)

ఘೞ೑

where 𝑃௦,௚  is the snowfall  rate  at the ground surface (mm  s−1);  𝑑𝑡  is the timestep (s);  and 𝜌௦௙ is  the 

bulk density of the snowfall (kg m−3) that can be calculated following  Hedstrom and Pomeroy  

(1998)   
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 𝜌௦௙ ൌ min ൬120, 67.92 ൅ 51.25𝑒 మ.ఱవ ൰ (A.4)

where 𝑇௦௙௖ and  𝑇௙௥௭ were stated  above.  

c.  Snow layer 

Snowpack can be divided by up  to three layers depending on the snow depth ℎ௦  (Niu et  al.,  

2011). When  ℎ௦ ൏ 0.025  m, no snow layer exists, and  the snowpack is combined with the topsoil 

layer. When 0.025 ൑ ℎ௦ ൑ 0.05  m, a single layer is  created with snow layer thickness ∆𝑍଴ ൌ  ℎ௦  

m. When 0.05 ൏ ℎ௦ ൑ 0.1   m, two snow layers  are formed with snow layer thickness ∆𝑍ିଵ ൌ 

 ∆𝑍଴ ൌ ℎ௦/2 m. When 0.1 ൏ ℎ௦ ൑ 0.25  m, two snow layer s are again formed, but  the two-layer 

thicknesses are ∆𝑍ିଵ ൌ 0.05 m and ∆𝑍଴ ൌ  ℎ௦ െ 0.05 m.  When 0.25 ൏ ℎ௦ ൑ 0.45  m, three layers  

are created with ∆𝑍ିଶ ൌ 0.05 m and ∆𝑍ିଵ ൌ  ∆𝑍଴ ൌ ሺℎ௦ െ 0.05ሻ/2 m. When ℎ௦ ൐ 0.45 m, three 

layers are again created, but the three-layer  thicknesses are ∆𝑍ିଶ ൌ 0.05 m, ∆𝑍ିଵ ൌ 0.2 m, and 

∆𝑍଴ ൌ ℎ௦ െ 0.25 m. 

d.  Snow cover 

The snow cover fraction is parameterized as (Niu and Yang, 2007)   

 𝑓 ௛ೞ
௦ ൌ tan ൬ ൰ 

.ହ௓బ,೒ሺఘ ೘  (A.5)
ଶ ೞ/ఘ೙೐ೢሻ

Where ℎ௦  is the snow depth;  𝑍଴,௚  is the ground roughness length  (here 𝑍଴௚  = 0.002 m); 𝜌௦ is the  

bulk density of the snowpack (kg m−3); 𝜌௡௘௪  is the fresh snow density (here 𝜌௡௘௪  = 100 kg m−3);  

and 𝑚  is the melting factor determining the snow cover fraction–snow depth curves in the melting 

season. 
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784 e.  Snow albedo  

The snow albedo scheme adopted in  NWM is from Biosphere-Atmosphere Transfer Scheme  

(BATS; Yang et al., 1997). It calculates snow albedo for both visible (“VIS”) and near-infrared 

(“NIR”)  bands under  both direct (“dir”) and diffuse (“dif”)  radiations. For the diffuse radiation,  

𝛼ௗ௜௙,௏ூௌ  𝑓
 ൝ ௦ ൌ 0.95൫1 െ 0.2 ௔௚௘൯

(A.6)
𝛼ௗ௜௙,ேூோ 
௦ ൌ 0.65൫1 െ 0.5𝑓௔௚௘൯ 

where 𝑓ୟ୥ୣ  is the snow age function. For the direct radiation,  

𝛼ௗ௜௥,௏ூௌ ൌ 𝛼ௗ௜௙,௏ூௌ ൅ 0.4𝑓
൝ ௓൫1 െ 𝛼ௗ௜௙,௏ூௌ

 ௦ ௦ ௦ ൯
 
𝛼ௗ௜௥,ேூோ ൌ 𝛼ௗ௜௙,ேூோ ൅ 0.4𝑓௓ 1 ,ேூோ (A.7)
௦  ൫ െ 𝛼ௗ௜௙௦ ௦ ൯ 

where 𝑓௓ is a factor that  accounts for the impact  of  solar zenith  angle  𝑍. 

f.  Snow temperature 

Snow skin temperatures for the vegetated ground (𝑇௚,௩ , K) and bare ground (𝑇௚,௕ , K) are 

obtained by iteratively  solving the snow surface energy balance equations, respectively  

 𝐹௩௘௚𝑆௚ ൌ 𝐹௩௘௚ ቀ𝐿௚,௩൫𝑇௚,௩൯ ൅ 𝐻௚,௩൫𝑇௚,௩൯ ൅ 𝜆𝐸௚,௩൫𝑇௚,௩൯ ൅ 𝐺௚,௩൫𝑇௚,௩൯ቁ (A.8)

 ൫1 െ 𝐹௩௘௚൯𝑆௚ ൌ ൫1 െ 𝐹௩௘௚൯ ቀ𝐿௚,௕൫𝑇௚,௕൯ ൅𝐻௚,௕൫𝑇௚,௕൯ ൅ 𝜆𝐸௚,௕൫𝑇௚,௕൯ ൅ 𝐺௚,௕൫𝑇௚,௕൯ቁ (A.9)  

where 𝐹௩௘௚  is the green vegetation fraction (dimensionless); 𝑆  is the net solar radiation  (W  m−2);  𝐿  

is the net longwave radiation (W  m−2); 𝐻  is  the  sensible heat (W m−2);  𝜆𝐸  is the latent  heat (W  

m−2); 𝐺  is the ground heat fluxes (W  m−2); and  the subscripts “g”, “g,v” and “g,b” refer to ground,  

vegetated ground, and bare ground, respectively.   

The temperature of  the snow and soil layers are  solved together through  one tridiagonal matrix 

with its dimension varying with  the total nu mber of snow and soil l ayers (Niu  et al., 2011). Snow 

melting occurs when a snow layer’s ice content exists and the snow temperature is above 273.15  

K. 
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g. Snow water 

The temporal change of SWE is balanced by the input snowfall, and output snow sublimation 

and snowmelt as 

ௗௐೞ 

ௗ௧ 
ൌ 𝑃௦,௚ െ 𝐸௦,௚ െ𝑀௦,௚ (A.10) 

where 𝑊௦ is the SWE (mm); 𝑃௦,௚ is the snowfall rate at the ground (mm s−1), which was introduced 

above. 𝐸௦,௚ is the snow sublimation rate (mm s−1) 

ௌௐா
𝐸௦,௚ ൌ min ቀ𝐸௚, 

ௗ௧ 
ቁ (A.11) 

where 𝐸௚ is the ground surface evaporation rate (mm s−1). 𝑀௦,௚ is the snowmelt rate (mm s−1) 

𝑀௦,௚ ൌ 
௅

ଵ

೑ 
൫𝑆௚ ൅ 𝐿௚ െ 𝐻௚ െ 𝜆𝐸௚ െ 𝐺௚൯ (A.12) 

where 𝐿௙ is the latent heat of fusion (0.3336 × 106 J kg−1); and 𝑆, 𝐿, 𝐻, 𝜆𝐸, 𝐺 and the subscript “g” 

were stated above.  

Appendix B. Supplementary data 

Tables S1–S2.  

Figures S1–S2. 
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